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ABSTRACT

Thanks to the growth in data storage capacity, nowadays, researchers can use years’ 
worth of mathematical models and depend on past datasets. A pattern of all pandemics 
can be identified through the assistance of Machine Learning. The movement of the 
COVID-19 herd and any future pandemic can be predicted. These predictions will vary 
based on the dataset, but it will allow the preparation beforehand and stop the spreading 
of COVID-19. This study focuses on developing Spatio-temporal models using Machine 
Learning to produce a predictive visualized heat regional map of COVID-19 worldwide. 
Different models of Machine Learning are compared using John Hopkins University 
dataset. This study has compared well-known basic models like Support Vector Machine 
(SVM), Prophet, Bayesian Ridge Regression, and Polynomial Regression. Based on the 
comparison of various metrics of the Support Vector Machine, Polynomial Regression 
Model was found to be better and hence can be assumed to give good results for long-term 
prediction. On the other hand, ARIMA, Prophet Model, and Bayesian Ridge Reduction 

models are good for short-term predictions. 
The metrics such as Mean Absolute Error 
(MAE), Mean Squared Error (MSE), and 
Root Mean Square Error (RMSE) are better 
for Support Vector Machines compared to 
other models. The metrics such as R2 Score 
and Adjusted R-Square are better for the 
polynomial Regression model.

Keywords: ARIMA, Bayesian ridge regression, 
COVID-19, polynomial regression, predictions, 
prophet, support vector machine (SVM)
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INTRODUCTION

Over the last decade, Machine Learning (ML) has emerged as a major field of study as it has 
solved many complex real-world problems. The forecasting areas are the main important 
areas of ML. Various ML algorithms forecast future events for applications like weather, 
disease, and stock market prediction. ML techniques have been used to forecast diseases 
such as breast cancer, coronary artery, and cardiovascular disease. Specifically, this article 
aims to provide real forecasting of COVID-19 cases. 

Five types of pandemics have been seen in recent decades: H1N1 (2009–2014), 
Polio (2014–r2016), Zika (2016–2019), and Ebola (Democratic Republic of Congo). 
On January 30, 2020, the World Health Organization registered COVID-19 as the sixth 
worldwide pandemic. Deaths and morbidities cause a high and huge amount of economic 
loss worldwide. Almost every country infected with a pandemic experienced serious 
health-related concerns, and pandemics negatively impact the socioeconomic situation. The 
COVID-19 pandemic is the greatest threat to public health. WHO has received 608,328,548 
reported cases worldwide, with 6,501,469 deaths (Li et al., 2020). As of September 16, 
2022, Table 1 shows the COVID-19-affected countries worldwide.

Currently, computerized data are collected in a way that makes it difficult to analyze 
and predict disease growth locally and globally. The disease and its progression can be 
successfully mapped using ML algorithms. In order to train an ML model to predict the 
number of global confirmed cases prone to the disease in the coming days, supervised 
models with associated algorithms (like LR, SVR, and time series algorithms) are used to 
analyze data for regression and classification. This proposal collects and pre-processes the 
global dataset and extracts the number of confirmed cases up to a particular date, serving 
as the model’s training set. In order to predict the growth of cases in the upcoming days, 
the model is being trained by supervised ML algorithms.

Table 1
COVID-19 affected countries worldwide as of September 16, 2022 (“World Health Organization,” 2020)

Country name Total cases Total deaths Active cases reported in last 7 days
USA 94,237,260 1,041,323 414,468
India 44,522,777 528,273 38,048
France 33,796,693 151,089 161,584
Australia 10,153,910 50,077 14,682
South Africa 4,015,347 102,146 1,626
UK 23,585,309 189,484 26,045
Brazil 34,558,902 685,121 59,079

Based on massive datasets, we aim to produce an ML model that aims at high-precision 
prediction of the movement of COVID-19 cases (He et al., 2021). This study will help 
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prepare before the peak/waves of COVID-19 strikes. This model’s data collection can be 
used for other (Liu et al., 2018) pandemics over future centuries and allows for stopping/
predicting/simulating viruses and their effect. With the help of various parameters, features 
of regional heat maps changing with time can be added (Shilo et al., 2020), which gives 
any person easy understandability (Looi, 2020). With the rising number of vaccinations 
for COVID-19, the number of cases and deaths might change unpredictably. 

The data was taken for one year only as there were chances of oversampling of data 
(Pullano et al., 2020). This study seeks to exhibit future forecasting on the overall count 
of total cases in India in the next 30 days to contribute to controlling the spread and 
growing count of current cases in India. Models were tested with the last month of data. 
For every date, the global map prediction was analyzed and presented as a map, with 
the impact factor of each country (Allwood et al., 2022; Garrido et al., 2022; Mogensen 
et al., 2022).

The model is assessed for performance measures like accuracy during this procedure. 
Accuracy calculates the model’s performance over unknown data by splitting the number 
of adequately predicted features by the number of accessible features to be forecasted. 
Many ML methods are applied to anticipate and forecast future appearances. SVM classifier, 
Prophet, Bayesian Networks, Polynomial Ridge Regression, and ARIMA are the ML 
methods used for prediction and analysis. According to the information conducted for 
this study, Support Vector Machine and Polynomial regression models were found to be 
better and hence can be assumed to give good results for long-term prediction. They had 
the highest accuracy of all classifiers, and we tested prediction methods when evaluating 
model efficiency (Bird et al., 2020).

Particularly, our research focused on the following objectives.
• The various models are chosen to compare the results (Lu et al., 2020). The three 

models: SVM, Polynomial Regression, and Bayesian Ridge Model, use over one 
year of data to get trained and produce the result for COVID-19 cases (Aarthi et 
al., 2018; Klyushin, 2020). 

• We have added a visualization map of the data collected for over two years, 
showcasing the (Mudenda et al., 2021) region-wise cases, deaths, and recoveries 
with increasing dates. We have used choropleth maps to implement this 
visualization feature to understand the disease with increasing time better. It 
showcases the impact factor for each country with the help of a color bar 
which helps to analyze which country is impacted severely by COVID-19 
immediately.

• The ML models were trained using the COVID-19 Johns Hopkins dataset. This 
dataset is pre-processed and segregated into three subsets: training dataset (70%) 
and, validation dataset (15%), testing dataset (15%). The model performance is 
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evaluated using key metrics such as R2 score, Adjusted R2 score, mean squared 
error (MSE), mean absolute error (MAE), and root mean square error (RMSE). 
We presented the comparison of performance metrics with various models.

RELATED WORKS

Bae et al. (2021) proposed that SEIR and Regression models are used to anticipate disease 
infection worldwide. The number of reported cases over the following 21 days was 
anticipated based on 62 days of training and 5 days of testing. The statistics were not steady 
and exhibited an exponential rise after 40 days, starting on January 22, 2020. Overfitting 
is still a serious issue in disease transmission (Bae et al., 2021).

Rustam et al. (2020) suggested that the model uses four standard forecasting models: 
SVM, LASSO, LR, and ES. Each model estimates three data types for the next 10 days, 
along with the number of freshly infected persons, fatalities, and recoveries. The findings 
demonstrate that the ES beats all other models closely by the LR and LASSO (Rustam et 
al., 2020).

Liu et al. (2020) discussed that the clustering strategy, and even a data augmentation 
technique, is used in machine learning methodology to leverage the geographic 
synchronicity of COVID-19 movement across Chinese regions. Their model can produce 
steady forecasts two days before the actual event. The limitation of this model is that there 
was a constant drop in COVID-19 cases reported over the testing period of our strategies; 
therefore, this approach could not be tested for its ability to recognize pandemic spikes 
across regions (Liu et al.,2020).

Wynants et al. (2020) suggested that SEIR and Regression models are used to anticipate 
disease infection worldwide. The number of reported cases over the following 21 days 
was anticipated based on 62 days of training and 5 days of testing. The statistics were not 
steady and exhibited an exponential rise after 40 days, starting on January 22, 2020. Over-
fitting is still a serious issue in disease transmission time series data (Wynants et al., 2020).

Mahdavi et al. (2021) presented that the model uses four standard forecasting models: 
SVM, LASSO, LR, and ES. Each model estimates three data types for the next 10 days, 
along with the number of freshly infected persons, fatalities, and recoveries. The findings 
demonstrate that the ES beats all other models, closely by the LR and LASSO, while the 
SVM performs poorly in all prediction situations given the available data (Mahdavi et al., 
2021; Quah et al., 2020).

Pan et al. (2021) developed the spatial-temporal-susceptible-infected-removed model 
(STSIR). To make SIR a dynamic system, they combine both intra-city and inter-city 
mobility indices. This model can accurately predict the total pandemic scale using the 
observable index. In terms of predicting the final scale of the pandemic, this model achieves 
an MAE of 7.76 (Pan et al., 2021).
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With Olszewski et al. (2012) model, it is possible to analyze changes in the number 
of cases over time and in space. In addition to considering spatial conditions in terms of 
population distributions, such as places of work, rest, and residence, the methodology also 
uses multi-agent modeling to examine spatial interactions. The model was further enhanced 
by introducing a multi-variant vaccination policy (Olszewski et al., 2021).

SVR and ARIMA models were compared to predict daily imported new COVID-19 
cases in Shanghai, China, by Zhao and Zhang (2022). Their epidemic trend was predicted 
using ARIMA models. The SVR model outperformed the ARIMA model in the study. An 
early warning of the COVID-19 outbreak can help prevent and control the outbreak in 
Shanghai, China.

PRELIMINARIES

Machine Learning Models

SVM Model. A Supervised Learning model is used for solving classification and 
regression problems. Using SVM, n-dimensional space can be easily categorized into 
classes so that future data points can be easily assigned to the right category. (Shaukat et 
al., 2015)

The Support Vector Machine (SVM) is a powerful learning method for binary 
classification. Its main purpose is to find the best hyperplane for correctly dividing data 
into two groups. Aside from that, it excels at dealing with high-dimensional and nonlinear 
data. As a result, we used the SVM model to anticipate confirmed instances, as shown in 
Equation 1.

𝒇𝒇(𝒙𝒙) = 𝒘𝒘𝑻𝑻𝒙𝒙 + 𝒃𝒃 = � 𝒘𝒘𝒋𝒋𝒙𝒙𝒋𝒋
𝑴𝑴

𝒋𝒋=𝟏𝟏
 + 𝒃𝒃 = 𝟎𝟎            (𝟏𝟏) 

Polynomial Regression Model. Polynomial Regression is a method that handles an nth-degree 

polynomial to characterize the link be- tween a dependent variable (y) and an independent variable (x). 

Equation 2 is as follows: 

𝒚𝒚 = 𝒃𝒃𝟎𝟎 + 𝒃𝒃𝟏𝟏𝒙𝒙𝟏𝟏 + 𝒃𝒃𝟐𝟐𝒙𝒙𝟏𝟏𝟐𝟐 + 𝒃𝒃𝟑𝟑𝒙𝒙𝟏𝟏𝟑𝟑 + ⋯𝒃𝒃𝒏𝒏𝒙𝒙𝟏𝟏𝒏𝒏           (𝟐𝟐) 

     (1)

Polynomial Regression Model. Polynomial Regression is a method that handles an 
nth-degree polynomial to characterize the link be- tween a dependent variable (y) and an 
independent variable (x). Equation 2 is as follows:

𝒇𝒇(𝒙𝒙) = 𝒘𝒘𝑻𝑻𝒙𝒙 + 𝒃𝒃 = � 𝒘𝒘𝒋𝒋𝒙𝒙𝒋𝒋
𝑴𝑴

𝒋𝒋=𝟏𝟏
 + 𝒃𝒃 = 𝟎𝟎            (𝟏𝟏) 

Polynomial Regression Model. Polynomial Regression is a method that handles an nth-degree 

polynomial to characterize the link be- tween a dependent variable (y) and an independent variable (x). 

Equation 2 is as follows: 

𝒚𝒚 = 𝒃𝒃𝟎𝟎 + 𝒃𝒃𝟏𝟏𝒙𝒙𝟏𝟏 + 𝒃𝒃𝟐𝟐𝒙𝒙𝟏𝟏𝟐𝟐 + 𝒃𝒃𝟑𝟑𝒙𝒙𝟏𝟏𝟑𝟑 + ⋯𝒃𝒃𝒏𝒏𝒙𝒙𝟏𝟏𝒏𝒏           (𝟐𝟐)      (2)

It is also known as the special case of Multiple Linear Regression in machine learning 
because we modify the Multiple Linear Regression equation with some polynomial terms 
to make it polynomial regression. 

Prophet Model. The Prophet library is a free, open-source library for forecasting 
univariate time series datasets. It is easy to use and designed to automatically find a 
good set of hyperparameters for the model to generate reliable data forecasts. The prophet 
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forecasting model employs a perishable model comprising three primary factors: trends, 
holidays, and seasonality. They are shown in the following Equation 3.

  𝒚𝒚(𝒕𝒕) = 𝒈𝒈(𝒕𝒕) + 𝒔𝒔(𝒕𝒕) + 𝒉𝒉(𝒕𝒕)+∈                (3)

g(t) is a section-wise logistical or linear growth curve used in statistics to describe 
non-periodic variations,
s(t) is seasonal fluctuations that can occur weekly or yearly,
h(t) is the effects of user-provided holidays with varying schedules,
ε estimates of error terms used in any major changes not included in the model.

Exponential smoothing and a prophet use the same method to simulate periodicity 
as a supplement component. Because exponentially declining weights are allocated owing 
to the appearance of the data, the dominant facts are given equal importance in predicting 
than the earlier observations in exponential smoothing.

ARIMA. ARIMA (Auto Regressive Integrated Moving Average) is a type of model that 
describes a time series based on its prior values, i.e., lags and delayed prediction errors, so 
that it can be used to forecast future values. ARIMA models can model any non-seasonal 
time series with patterns, not random white noise.

An ARIMA model is defined by three terms: p, d, and q, where p is the ARIMA 
order and q is the order of the Moving Average (MA). The term d denotes the number 
of differencing necessary to make the time series steady. As a result, the generic ARIMA 
Equation 4 is shown below:

𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏 

    (4)

where Yt is the anticipated target is a constant value plus a linear combination of Y delays 
taken till p lags and the mixture of delayed prediction error taken till q lags.

Similarly, a pure Moving Average (MA alone) model is one in which Yt is determined 
only by the delayed forecast errors, as shown in Equation 5:𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏 

    (5)

where the variance of the error term is the auto-regressive model errors for the relevant 
delays, the errors t and t-1 represent the results of Equations 6 and 7.

𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏 
     (6)

𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏     (7)
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In an ARIMA model, the time series is divided into two classes at most once to keep 
it stationary, and the AR and MA conditions are mingled. As a result, Equation 8 is shown 
below:

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  𝜺𝜺 𝒕𝒕  + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 +𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … + 𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒 

          (8)

Bayesian Ridge Polynomial Regression Model. Bayesian regression defends poorly 
distributed data using natural processes. Instead of being estimated as a single number, 
the output or answer ’y’ is designed to select from the probability distribution.
The answer y is assumed to be a Gaussian distribution with Xw to design a fully probabilistic 
model, as shown below in Equation 9.

𝒑𝒑(𝒚𝒚|𝑿𝑿,𝒘𝒘,∝) = 𝑵𝑵(𝒚𝒚|𝑿𝑿𝒘𝒘,∝)                (𝟗𝟗) 

 𝒑𝒑 (𝒘𝒘 |𝝀𝝀 ) = 𝑵𝑵 (𝒘𝒘 |𝟎𝟎,𝝀𝝀−𝟏𝟏𝑰𝑰𝒑𝒑) 

      (9)

Bayesian Ridge regression, which computes a probabilistic model of regression issues, 
is one of the most useful variants of Bayesian regression. Spherical Gaussian provides the 
following antecedent for the coefficient w shown in Equation 10.

𝒑𝒑(𝒚𝒚|𝑿𝑿,𝒘𝒘,∝) = 𝑵𝑵(𝒚𝒚|𝑿𝑿𝒘𝒘,∝)                (𝟗𝟗) 

 𝒑𝒑 (𝒘𝒘 |𝝀𝝀 ) = 𝑵𝑵 (𝒘𝒘 |𝟎𝟎,𝝀𝝀−𝟏𝟏𝑰𝑰𝒑𝒑)       (10)

Gamma distributions, the corresponding prior for Gaussian accuracy, are chosen as 
throughout the model fit, the regularization parameters, and the parameters w, alpha, and 
gamma, are computed simultaneously, with the log residual likelihood being maximized. 
Hyper-parameters such as lambda and alpha were tweaked to generate considerably better 
outcomes. 

DATASET DETAILS

The Johns Hopkins University COVID-19 Data Repository is referred for this study and 
used by the Center for Systems Science and Engineering (CSSE). The JHU CSSE’s GitHub 
public repository can be used for educational and academic research. It is publicly available 
at the URL https://github.com/CSSEGISandData/COVID-19. csse_covid_19_time_series 
data consists of two cumulative datasets that Johns Hopkins produces, with the latest files 
updated daily at 23:59 UTC. The attributes such as Country, State/City, Confirmed cases, 
Recovered cases, and Death counts were considered for evaluation. The dataset contains 
192445 records with 10 attributes, 134711 records for training, 28867 records for testing, 
and 28867 records are used for validation.
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EVALUATION PARAMETERS

The parameters Root Mean Squared Error (RMSE), R2 Score, Mean square Error (MSE), 
Mean absolute error (MAE), and Adjusted R-Square (R2adjusted) are considered in the 
evaluation and comparison of Models.

Mean Square Error (MSE)

The square error suggests a different technique for evaluating the existence of reviewing 
models. MSE takes the information distance, concentrates on the return line, and squares 
it. Coupling is essential because it removes the minus number and adds weight to the 
primary differentiation. A little square error indicates how near you are to obtaining the 
optimal condition line.

It is calculated by finding the variance among the original and predicted values of the 
data, then calculating the square of this result, and then taking the average as shown in 
Equation 11.

𝑴𝑴𝑴𝑴𝑴𝑴 =
𝟏𝟏
𝑵𝑵

(�(𝒂𝒂𝒂𝒂𝒕𝒕𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗 − 𝒑𝒑𝒑𝒑𝒗𝒗𝒅𝒅𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗)        (𝟏𝟏𝟏𝟏)
𝒏𝒏

𝑱𝑱=𝟏𝟏

 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = √𝑴𝑴𝑴𝑴𝑴𝑴              (𝟏𝟏𝟐𝟐) 

𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
𝑹𝑹𝑴𝑴𝑴𝑴
𝑻𝑻𝑴𝑴𝑴𝑴

             (𝟏𝟏𝟑𝟑) 

     (11)

N is the total number of observations, act_value indicates the actual value, and pred_value 
indicates the predicted value. 

Root Mean Squared Error (RMSE)

When a prediction is made on a dataset, the RMSE is defined as the standard deviation 
of errors. It is similar to MSE; however, the root of its value is considered, as shown in 
Equation 12.𝑴𝑴𝑴𝑴𝑴𝑴 =
𝟏𝟏
𝑵𝑵

(�(𝒂𝒂𝒂𝒂𝒕𝒕𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗 − 𝒑𝒑𝒑𝒑𝒗𝒗𝒅𝒅𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗)        (𝟏𝟏𝟏𝟏)
𝒏𝒏

𝑱𝑱=𝟏𝟏

 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = √𝑴𝑴𝑴𝑴𝑴𝑴              (𝟏𝟏𝟐𝟐) 

𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
𝑹𝑹𝑴𝑴𝑴𝑴
𝑻𝑻𝑴𝑴𝑴𝑴

             (𝟏𝟏𝟑𝟑) 

        (12)

R2 Score

The R-squared (R2) scale is a calculating scale used to evaluate review models’ presentation. 
The degree of the relationship between adaptation and inversion models is determined by 
a positive size ranging from 0 to 100 percent (Equation 13).

𝑴𝑴𝑴𝑴𝑴𝑴 =
𝟏𝟏
𝑵𝑵

(�(𝒂𝒂𝒂𝒂𝒕𝒕𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗 − 𝒑𝒑𝒑𝒑𝒗𝒗𝒅𝒅𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗)        (𝟏𝟏𝟏𝟏)
𝒏𝒏

𝑱𝑱=𝟏𝟏

 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = √𝑴𝑴𝑴𝑴𝑴𝑴              (𝟏𝟏𝟐𝟐) 

𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
𝑹𝑹𝑴𝑴𝑴𝑴
𝑻𝑻𝑴𝑴𝑴𝑴

             (𝟏𝟏𝟑𝟑)         (13)

RSS denotes squares of residuals sum, and TSS denotes the total sum of squares.
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Adjusted R2 Score

It is a variant of the R2 score. The adjusted R2 score automatically adjusts according to 
various features considered for the prediction model. This metric value increases in case 
new features lead to improvement and decreases in case the new features do not lead to 
much improvement.   Equation 14 denotes the formula for Adjusted R2 score calculation.

𝑨𝑨𝒅𝒅𝒋𝒋𝒗𝒗𝒔𝒔𝒕𝒕𝒗𝒗𝒅𝒅 𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
�𝟏𝟏 − 𝑹𝑹𝟐𝟐�(𝑵𝑵− 𝟏𝟏)

(𝑵𝑵− 𝒑𝒑 − 𝟏𝟏)             (𝟏𝟏𝟏𝟏) 

𝑴𝑴𝑨𝑨𝑴𝑴 =  
∑ �𝒚𝒚𝒋𝒋 − 𝒙𝒙𝒋𝒋�𝒎𝒎
𝒋𝒋=𝟏𝟏

𝒎𝒎
              (𝟏𝟏𝟏𝟏) 

     (14)

R2 denotes sample R-square, N is the total sample size, and p is the predicators count.

 Mean Absolute Error (MAE)

The average of all individual differences between the model predictions and actual data is 
computed by averaging test data (Equation 15). 

𝑨𝑨𝒅𝒅𝒋𝒋𝒗𝒗𝒔𝒔𝒕𝒕𝒗𝒗𝒅𝒅 𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
�𝟏𝟏 − 𝑹𝑹𝟐𝟐�(𝑵𝑵− 𝟏𝟏)

(𝑵𝑵− 𝒑𝒑 − 𝟏𝟏)             (𝟏𝟏𝟏𝟏) 

𝑴𝑴𝑨𝑨𝑴𝑴 =  
∑ �𝒚𝒚𝒋𝒋 − 𝒙𝒙𝒋𝒋�𝒎𝒎
𝒋𝒋=𝟏𝟏

𝒎𝒎
              (𝟏𝟏𝟏𝟏)        (15)

Yj indicates the prediction value, xj indicates the true value, and m indicates the total 
number of data samples.

METHODOLOGY

Many ML methods are applied in this study to anticipate and forecast future appearances 
of COVID-19 cases, such as SVM classifier, Prophet, Bayesian Networks, Polynomial 
Ridge Regression, and ARIMA. The model having the highest accuracy is picked for 
forecasting or prediction during the model evaluation. This proposed work aims to achieve 
future forecasting for the next 10 days to identify the total number of recovery cases, daily 
confirmed cases and death rate. 

The dataset is divided into 70% for training, 15% for testing, and 15% for validation. 
The six models, SVM, Polynomial Regression, Bayesian Ridge Model, ARIMA, and 
Prophet, use data over a range of 1-year data to get trained, validated, and tested to produce 
results with better precision and accuracy. 

First, the data set is retrieved from a webpage. Web scraping makes the extraction 
feasible (Rustam et al., 2020). Following the conclusion of web scraping, the data set is 
related to data wrangle and pre-processing before being saved to the local storage. The 
pre-processed data is now shown for a flawless result, a high-level data set summary. The 
dataset is divided into 70% for training, 15% for testing, and 15% for validation. The 
15% of test data collected from the same dataset is kept hidden from the model during 
one of the training periods; hiding a portion of the dataset aids in discovery. Determine 
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if the model has under-fit or over-fit and some of the most significant challenges while 
developing any model. The ARIMA Model is trained by supplying a training dataset. The 
model is ready for testing once it has been trained. One of the most difficult aspects of 
training any model is over-fitting. Before the model is tested, the Facebook Prophet (Arabi 
et al., 2020) provides the dates for the next 30 days as well as the timestamp to forecast. 
Finally, the time and date stamp provided by Facebook Prophet is applied to the test data 
set. The model is currently being trained on the entire number of active case patterns. The 
ARIMA model has been analyzed and reported on key metrics such as R-Squared Score, 
MAE, MSE, and RMSE (Grasselli et al., 2020)

The Prophet and ARIMA are specifically designed mostly for prediction. Hence, we 
have trained these models with data over 2 years. Bayesian Ridge polynomial reduction, 
Prophet, SVM, and Polynomial regression give almost similar results. These various models 
are trained on the confirmed, recovered, and death cases. Further, ML models have been 
evaluated using various key metrics such as MSE, RMSE, R 2 -score, R 2 adjusted score, 
and MAE, and results are produced. 

The system architecture diagram for data processing, model development, and 
deployment, followed by the monitoring, is shown in Figure 1.

Figure 1. Proposed system architecture
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RESULT 

To analyze the result performance of all the models tested with three different sizes of 
testing, training, and validation datasets. Initially, the dataset is divided into 70% for 
training, 15% for testing, and 15% for validation. This result performance is shown in 
Table 2, with various metrics evaluated in Test 1. Again, the same dataset is split into 80% 
for training, 10% for testing, and 10% for validation. This result is indicated in Table 3, 
with various metrics evaluated in Test 2. Finally, the same dataset is divided into 76% for 
training, 12% for testing, and 12% for validation. This experimental result is indicated 
in Table 4, with various metrics evaluated in Test 3. Among all the tests Support Vector 
Machine and Polynomial regression models were found to be better and hence can be 
assumed to give good results for long-term prediction.

SVM Model

The SVM Prediction and Test Data are very close, showing good results with large datasets 
(Abedini et al., 2017). It takes past data and does the analysis based on that. A higher 
percentage of training will produce more accurate results. There are chances of overfitting 
with large amounts of data, which is avoided by doing the pre-processing. Figure 2 shows 
the SVM model predictions. Big-O notation is used to calculate the complexity of an 
algorithm. An algorithm will process amounts of data, where N is a symbol for amounts 
of data. The lower bound, upper bound and total number of loop iterations determine the 
complexity. The computational complexity of SVM is O(n3).

Polynomial Regression

The Polynomial Regression model (Bae et al., 2021) is much closer to the test data compared 
to the SVM Model, so it shows that we can use this model for prediction. This model also 
provides good results when trained with a large dataset. Polynomial Regression also takes 
the past trend and forecasts the COVID-19 cases. In this model, factors affect it largely. So, 

Figure 2. SVM model predictions Figure 3. Polynomial regression predictions
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it becomes necessary to take appropriate parameters for better prediction. Figure 3 denotes 
the polynomial regression predictions. It uses a linear regression model to fit complex, 
nonlinear functions and datasets. In the m degree polynomial regression with n measured 
values (n ≥ m + 1), the computational complexity is O(n2m).

Prophet

The Prophet also gives a good result but not as good as polynomial regression. It is better 
than the SVM model to be used for prediction. The prophet prediction is slightly lower than 
the test data. Figure 4 shows the Prophet Facebook time series model. It takes all the past 
trends and forecasts the trend. It is good for a large dataset but cannot be forecast longer. 
It gives good results when it is forecast within 25 days.

ARIMA

ARIMA is giving a good result with almost overlapping the test data, but later as the    
COVID-19 cases dip, it cannot continue. This model is specifically built for time series 
models. It gives good results for small values but also needs to be checked with large ones. 
Figure 5 shows that ARIMA gives a good result when the forecast time is within 25 days. 
The model does not face any over-fitting problems, or it can neglect some noise in the data. 
The computational complexity of the ARIMA model is O(n2T), where n is the number of 
parameters (n =p+q+P+Q) where p, q & P, and Q are non-seasonal and seasonal orders 
and T is the length of the time series.

Figure 4. Prophet Facebook time series model Figure 5. ARIMA model predictions

Bayesian Ridge Polynomial Reduction  

Bayesian Ridge is almost giving the same result as SVM. It is not giving good results 
with test data. Figure 6 shows the Bayesian Ridge Polynomial Reduction Model. The 
model is purely based on the number of days; hence noise should be avoided, or it can lead 
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Figure 6. Bayesian Ridge Polynomial Reduction 
Prediction Model

Figure 7. Prediction growth factor

to over-fitting. The trained models can be 
tested with all the data and also predict for 
the forecast 10 days. This model was tested 
with the real-time dataset from March 2020 
to now and forecasted for the next 10 days. 
The over-fitting problem can be solved by 
removing noise during a pre-processing 
phase. Linear Regression has a runtime 
complexity of O(k). Linear regression has a 
long training time but is very efficient during 
testing. Tests/predictions are performed in 
O(k) time, where k is the data’s number of 
features/dimensions.

Growth Factor

It is not possible to determine the growth factor from the data since we only have access to 
the number of cases per day. An experimental daily observation can be used to determine the 
growth factor with various statistical models. The average growth factor is calculated based 
on the 500 days of data observations. The performance was tested with large datasets. It is 
the simplest method for forecasting trends. It calculates the average growth of COVID-19 
cases daily based on the prediction. Figure 7 denotes the prediction growth factor.  
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SVM Prediction

Figure 8 shows the SVM Model predicts that for the next 500 days from January 2022. 
The SVM Model produces an accurate result for past trends. 

Polynomial Regression

This model predicts good results for large datasets. The growth factor is considered for 
monthly or yearly COVID-19 cases. Figure 9 shows Polynomial Regression based on growth 
factor with minimum deviation. This model produces a better result for the present trend.

Figure 8. SVM Prediction based on growth factor Figure 9. Polynomial Regression based on growth 
factor

Bayesian Ridge Regression

This model predicts better results for large 
datasets. The growth factor is considered for 
monthly or yearly COVID-19 cases. Figure 
10 shows Bayesian Ridge Regression based 
on growth factor with minimum deviation. 

ARIMA Prediction

It predicts and forecasts the trends based on 
the input data. It gives the best result for past 
and future trends. Figure 11 denotes that the 

Figure 10. Bayesian Ridge Regression based on 
growth factor
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dotted yellow line predicts the COVID-19 cases compared with actual data. This model 
produces the best results for a small period of forecast days.

Prophet Prediction

The Prophet Model is the open-source time series forecasting algorithm developed by 
Facebook. The black dots that form a line in the figure represent historical training data in 
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the model. The blue line represents the forecast or fitted curve generated for the past and 
the future. The light blue shaded region represents the brands of uncertainty. In COVID-19, 
the growth factor considered for the number of days was 19 cases. Based on the forecasting 
days, it gives peak results for 10-15 days. Figure 12 depicts the Facebook Prophet model 
based on the growth factor (Estenssoro et al., 2022). The graph shows the predicted number 
of cases as well as the uncertainty band that it provides based on seasonality.

Figure 11. ARIMA prediction based on growth factor

Figure 12. Facebook Prophet model based on growth factor

DISCUSSION

The Polynomial Regression and Prophet model produces good results with the number 
of cases it has predicted compared to other models we considered for the COVID-19 
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prophet and polynomial produce good results. The result in Figure 13 denotes that the 
SVM model is good for a stable increase in COVID-19 cases for long-term prediction. 
However, given different scenarios, ARIMA and Prophet are good for predicting the next 
5–10 days. Figure 13 shows the Heat Maps prediction with various models used in this 
proposed work (Dong et al., 2020). 

Figure 13. Heat Maps prediction with various models

Global Visualization

Figure 14 showcases the data visualization, the trends of COVID-19 for each country, and 
the number of cases, deaths, and recovery for each day (27–29). It provides the best and 
easiest manner to understand and analyze the pandemic (Franch-Pardo et al., 2020). The 
ranges are denoted in different shades, starting from 0 cases to 1–5,000, 5,001–50,000, 
50,001–5,000,000, and > 5,000,000.  

Tables 2, 3 and 4 compare performance metrics with machine learning models for 
different test data sets. The dataset is divided into 70% for training, 15% for testing, and 
15% for validation in Test 1, and the performance of various evaluation metrics are shown 
in Table 2. Further, the same dataset is split into 80% for training, 10% for testing, and 
10% for validation in Test 2, and the performance result for various metrics is indicated 
in Table 3. Finally, the same dataset is divided into 76% for training, 12% for testing, 
and 12% for validation in Test 3, and its experimental result is indicated in Table 4 with 
various evaluation metrics. Among all the tests Support Vector Machine and Polynomial 
regression models were found to be better and hence can be assumed to give good results 
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Figure 14. Global visualization

for long-term prediction in terms of producing small errors such as in Mean Absolute Error 
and Mean Squared Error in a different set of tests. 

Table 2
Comparison of performance metrics with various models for Test 1

Model Mean 
Absolute Error 

Mean Squared 
Error

Root Mean 
Squared Error R2 Score Adjusted 

R2 score 
Support Vector Regression 
(Woolf et al., 2021)

3.430898e+07 1.419470e+15 3.767585e+07 0.647203 0.64718

Polynomial Regression 
(Woolf et al., 2021)

4.988888e+07 4.703992e+15 6.858565e+07 0.312027 0.311991

Bayesian Ridge 
Polynomial Reduction 
(Muhammad et al., 2021)

7.051741e+07 5.038594e+15 7.098306e+07 -4.075667 -4.075931

Prophet Prediction 1.081270e+08 1.175406e+16 1.084161e+08 -10.750889 -10.751499
ARIMA 6.914564e+07 5.011705e+15 7.079340e+07 13.341083 -13.341828

Table 3
Comparison of performance metrics with various models for Test 2

Model Mean 
Absolute Error 

Mean Squared 
Error

Root Mean 
Squared Error R2 Score Adjusted 

R2 score 
Support Vector Regression 
(Woolf et al., 2021)

3.772292e+07 1.774247e+15 4.212181e+07 0.648596 0.648578

Polynomial Regression 
(Woolf et al., 2021) 

6.025114e+07 6.806394e+15 8.250088e+07 0.201452 0.201411

Bayesian Ridge Polynomial 
Reduction (Muhammad et 
al., 2021) 

6.893719e+07 4.836871e+15 6.954762e+07 -3.054984 -3.055195

Prophet Prediction 1.068353e+08 1.148542e+16 1.071701e+08 -10.629112 -10.629716
ARIMA 7.480714e+07 5.781636e+15 7.603707e+07 -10.997513 -10.998137
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CONCLUSION

The proposed system compared with Support Vector Regression, Polynomial Regression, 
ARIMA, Poly Prophet, and Bayesian Ridge Polynomial Reduction. Based on the 
comparison of the R2 Score, the R2 score of the Support Vector Machine and Polynomial 
regression models was found to be better and hence can be assumed to give good results 
for the long-term prediction. On the other hand, ARIMA, Prophet Models, and Bayesian 
Ridge Reduction models are good for short-term predictions (Muhammad & Al-Turjman, 
2021). Here, the ARIMA modeling concerning the changing seasonality of the data is 
used to create a Machine Learning model in comparison to support vector regressions. 
The results also showcased the accuracy of SVM along with ARIMA techniques and also 
helped to understand the latest trends in the pattern of the disease, thus enabling further 
preventive measures. We can also improve the accuracy and precision of the predictions 
through these techniques. Additionally, we can add features to implement the predictions 
on the choropleth global map, providing a better understanding of the disease. In the future, 
we can have more precise datasets having details about various strains of the virus, and 
we can implement a strain-specific prediction model for COVID-19 as well in the future.
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